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Antiproton Production in Au 1 Au Collisions at 11.7A GeVyyyc
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Antiproton production in11.7A GeVyc Au 1 Au collisions over a wide transverse-mass coverage
was studied using the AGS-E866 experimental apparatus. The mean transverse kinetic energy increases
as a function of centrality and is similar to that of protons. The antiproton yields in Si1 Al, Si 1 Au,
and Au1 Au collisions are consistent with scaling with the 0.7 power of the number of participant
nucleons. [S0031-9007(98)07191-9]

PACS numbers: 25.75.Dw, 13.85.Ni, 21.65.+ f
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Antiproton (p ) yields in relativistic heavy ion col
lisions reflect a subtle competition between init
production in nucleon-nucleon collisions and subsequ
annihilation on the surrounding nucleons. At AG
energiesp production in N1 N collisions is near the
threshold and is quite small. However, several proce
in heavy ion reactions are expected to increase the y
An anomalously highp yield has been proposed as
indication of the quark-gluon-plasma [1,2] and chi
restoration [3]. Less exotic hadronic multistep proces
have also been considered for enhancingp production
in the cascade code RQMD [4,5]. In contrast, the la
p annihilation cross section is expected to reduce
final yield. For these reasons thep yield has been
suggested as a measure of the high baryon density
predicted as about 10 times the normal nuclear densit
Au 1 Au collisions at AGS energies by cascade mod
RQMD [7], ARC [8], and ART [9]. By measuringp
yields systematically, it may be possible to disentan
the effects of production and absorption. This pa
presents differentialp yields as a function of centralit
2650 0031-9007y98y81(13)y2650(5)$15.00
l
nt

es
ld.

l
es

e
e

,7]
in
ls

le
r

for Au 1 Au reactions and compares the results to tho
for p 1 A and Si1 A reactions.

Three representative pictures have been proposed fp
production at AGS energies. The most naive model u
a superposition of each collision between an unstruck p
jectile and an unstruck target nucleon with no subsequ
absorption. This “first collision model” [10] provides
base line for the initial production especially near thres
old. The sophisticated cascade models, ARC and RQM
implement two complementary approaches top yields.
ARC [11] allows production on every sequentialNN col-
lision through energy dependent cross sections. Abso
tion is greatly reduced through a three-body screen
mechanism. RQMD [12], on the other hand, combin
the large enhancement of initial production from hadron
multistep processes with strong absorption through frep
absorption cross sections. In short, the three scenarios
first hit production with no absorption, normal productio
with screened absorption, and enhanced production
strong absorption. In previous measurements at the A
p yields in p 1 A and Si1 A collisions are consisten
© 1998 The American Physical Society
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with scaling with the number of projectile participant nu
cleons [13] as expected in the first collision model.

The E866 experiment was built to study particle pr
duction in Au1 Au collisions over a wide rapidityy
and transverse massmt 

p
m2

p 1 p2
t , wheremp is the

p mass, andpt is the transverse momentum. The expe
mental setup is described elsewhere [14,15]. The ana
sis presented here uses data taken with the forw
magnetic spectrometer in 1994 using a197Au beam at
11.67 6 0.03A GeVyc and an Au target of975 mgycm2

(about 2% beam interaction rate). It covers polar a
gles from6± to 24± and its kinematic coverage forp is
1.0 , y , 2.2 and0 , mt 2 mp , 1.2 fGeVyc2g. The
nucleon-nucleon center-of-mass (c.m.) rapidityyNN is at
1.6. Particle identification (PID) is made with a 100-sl
time-of-flight detector (FTOF) with 75 ps rms resolutio
placed 6 m from the target. Momentum resolution fo
p was estimated to bespyp  1.5% at p  0.5 GeVyc
and 5% atp  5 GeVyc. A zero-degree calorimeter
(ZCAL) was used to define the centrality of the collisio
by measuring the total kinetic energyEZCAL of projectile
spectators. A zero-degreěCerenkov detector measure
the charge of the forward-going particles and provid
an interaction trigger (INT). The data were taken with
spectrometer trigger (FSPEC) that required INT and h
on drift chamber planes. The FSPEC efficiency was bet
than 99.9%. Data were also taken with the Henry Higgi
E802 spectrometer [16]. These data serve as indepen
confirmation of the experimental consistency.

The track reconstruction procedure is described el
where [15]. To suppress backgrounds due to multiple h
in an FTOF slat, a cut is applied to the energy deposit
in the slat. A PID cut was applied in them2 vs p plane,
wherem2  p2fs ct

l d2 2 1g, with the velocity of lightc,
the time-of-flightt, and the track path lengthl. The cut
boundary was set at62.5s from m2

p in p , 3 GeVyc,
and was extended top  4.5 GeVyc by excluding the
region with a high contamination ofp2 and K2. The
background level was kept to10% 20%. The number
of p candidates was about 800 out of 15 million FSPE
events.

Invariant cross sections (Ed3sydp3) were obtained in
minimum bias events, and with centrality cuts. Correctio
factors were applied to every identifiedp. Typical values
of these factors for the most central 10% events a
given by: track reconstruction (,1.07), FTOF multiple
hits in a slat (,1.10), hadronic absorption in the targe
and detectors (,1.02), FTOF energy loss cut (,1.11),
and background subtraction (,0.85). The total systematic
error was evaluated to be about 10%. The centrality
defined as the trigger cross section integrated from zero
the measuredEZCAL, normalized to the total interaction
cross section of 6.85 b [17]. Four centrality windows a
used in this analysis; 0%–8%, 8%–23%, 23%–38%, a
38%–77%, where 0% corresponds to the most cen
event, and 77% corresponds to the INT cross section
5.3 b. A fraction of the inclusivep yield lost by the INT
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trigger bias is estimated to be only about 8%, and
corrected for.

Figure 1 showsp yields Ed3Nydp3 ; s1ystrigd 3

Ed3sydp3, in minimum bias events, wherestrig denotes
the trigger cross section. Spectra at symmetric rapidi
with respect toyNN  1.6 are consistent within errors
Figure 2 showsp invariant differential yields in the four
centrality windows. Eachp spectrum in Fig. 2 is fitted
to a single exponential form with the rapidity densi
(dNydy) and the inverse slope parameter (T )

d2s

2pstrigmtdmtdy


dNydy
2pT sT 1 mpd

exp
≥
2

mt 2 mp

T

¥
.

(1)

Table I showsdNydy and kmt 2 mpl for the different
centrality cuts and for comparison also shows these va
for protons (p). The inverse slope parameter,T, and
kmt 2 mpl demonstrate that thep spectra become flatte
with increasing centrality. It is also evident that th
kmt 2 mpl increases with centrality similarly for bot
protons and antiprotons.

It is known that thep spectra have a pronounce
flattening at lowmt [15] and cannot be fitted satisfactoril
with the single exponential form of Eq. (1) except f
the most peripheral centrality cut. It is certainly

FIG. 1. Invariant differential cross sections ofp as a function
of mt 2 mp for minimum-bias events at each rapidity rang
Data from other AGS experiments are also shown. Error b
are statistical. See text for details.
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FIG. 2. Invariant differential yields ofp in 1.0 , y , 2.2
in four centrality windows, 0%–8%, 8%–23%, 23%–38
and 38%–77%, from top to bottom. Data from other AG
experiments are also shown. Error bars are statistical. See
for details.

considerable interest to know whether thep spectra have
the same shape. For this purpose the data were
fitted with a form proportional to the double exponent
used for thep spectra [15]. Thex2ydof of both fits is
comparable and less than 1 for all centrality window
indicating that it is statistically hard to distinguish whic
shape describes thep data better.

Three other AGS experiments measuredp at pt ø
0 in Au 1 A collisions [18–20]. Their data are als
plotted in the figures. E878 data (at10.8A GeVyc) have
been scaled to11.7A GeVyc by applying a beam energ
correction factor of 1.4 explained below. For inclusi
and peripheral events, data among the experiments
consistent. However, for the most central events, E
data is a factor of 4 larger than E878 data, and the pre
2652
TABLE I. dNydy, T , and kmt 2 mpl for p, and dNydy and kmt 2 mpl for p in four
centrality windows in1.0 , y , 2.2. The errors are statistical.

dNpydy Tp kmt 2 mpl p kmt 2 mplp

Centrality s3103d fMeVyc2g fMeVyc2g dNpydy fMeVyc2g

0% 8% 15.4 6 1.5 275 6 31 337 6 43 61.7 6 0.6 328 6 4
8% 23% 12.4 6 0.9 251 6 25 304 6 34 39.9 6 0.4 307 6 3

23% 38% 6.97 6 0.63 224 6 25 267 6 34 22.6 6 0.2 280 6 2
38% 77% 3.22 6 0.24 179 6 16 208 6 21 5.82 6 0.06 238 6 3
,
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results lie between them by using a single exponen
extrapolation. It has been suggested that the large sp
among the experiments is due to differences in
acceptances forp from L decay [20]. The acceptanc
including the branching ratio forp from L decay in this
experiment has been estimated as 40% by a Monte C
method using spectral shapes from RQMD 2.1. Sin
RQMD gives the ratio,Lyp, for direct production as
about 40%, the final anti-Lambda contribution to the
results is about 14%. No correction is applied to the d
presented here.

The p yields in this experiment are compared wi
those inp 1 A and Si1 A at 14.6A GeVyc. In order
to compare different collision systems and centraliti
Npart, the number of target and projectile nucleons th
have interacted, is used. In this analysis,FRITIOF 1.7 [21]
is used to estimateNpart from the measured cross se
tion of each centrality window. Alternatively, for sym
metric A 1 A collisions,Npart is directly estimated from
EZCAL and beam energyEBEAM as NZCAL

part  2As1 2

EZCALyEBEAMd, where the factor of 2 comes from th
symmetry of the collision system. The difference betwe
Npart with FRITIOF andNZCAL

part in Au 1 Au is 4% for the
most central window and 35% for the most periphe
window, which is regarded as systematic uncertainty
Npart.

Sincep 1 A and Si1 A data and Au1 Au data are
taken at different beam energies, a correction has b
applied. As a base line approximation the correcti
factor is determined by ap production cross section in
p 1 p collisions at the initial beam energy. The follow
ing parametrization is used as proposed in Refs. [22,2

spp!ps
p

s d  as
p

s 2 4mpdb fmbg , (2)

where
p

s is the total c.m. energy in GeV anda andb are
fit parameters. A fit to the data from Refs. [24,25] yiel
a  s1.06 6 0.04d 3 1022, b  1.95 6 0.19. Thus
the energy correction necessary to compare Au1 Au
data at 11.7A GeVyc with p 1 A or Si 1 A data at
14.6A GeVyc was calculated to be0.47 6 0.03, where
the error is statistical. The correction factor was check
for p data in p 1 Be collisions at12.9 GeVyc [26],
at 14.6 GeVyc [13], and at23.1 GeVyc [27]. Another
systematic effect comes in comparing yields in limite
rapidity ranges. In each collision system,dNydy is
compared inyNN 2 0.6 , y , yNN , or jy 2 yNN j , 0.6
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in Au 1 Au. The width of dNydy, sy, ranges from
0.4 for p 1 Be collisions to 0.6 for central0% 10%
Au 1 Au collisions [19,26,28]. No correction for the
widths has been made. Systematic change ofdNydy due
to the variation insy is about 20%.

Figure 3 showsdNydy of p’s for p 1 A [13], Si 1 A
[10], and Au1 Au collisions as a function ofNpart.
The rapidity ranges are1.1 , y , 1.7 for p 1 A and
Si 1 A (yNN  1.7), and 1.0 , y , 2.2 for Au 1 Au.
The beam energy correction of 0.47 is applied forp 1 A
and Si1 A collisions. Forp 1 A, dNydy in this rapidity
range is converted fromdNydy data in 1.0 , y , 1.6,
assuming a Gaussian distribution withk yl  1.7 and
sy  0.4. The systematic error due to this assumptio
was estimated to be about 30% by changingk yl from
1.2 to 1.7. The horizontal error bars show systema
uncertainties ofNpart described above. The dotted lin

shows a fit withdNydy  aN
b
part, where a  s2.1 6

1.2d 3 1024 andb  0.74 6 0.12 are obtained. If Si1
A data and Au1 Au data are fitted separately,b is
0.60 6 0.24 and0.80 6 0.13, respectively.

The solid and dashed curves show RQMD [29] and t
first collision model calculations, respectively. RQMD

FIG. 3. dNydy of p in p 1 A, Si 1 A, and Au1 Au
collisions as a function ofNpart (symbols). The dotted line
shows the fit withaN

b
part in Si 1 A and Au1 Au collisions.

RQMD and the first collision model calculations are shown
solid and dashed curves, respectively. Vertical error bars
statistical. See text for details.
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calculations are from Ref. [12] forp 1 A and were done
for Si 1 A and Au1 Au with version 2.3. Sincep 1

A and Si1 A calculations were done at14.6 GeVyc,
the same beam energy correction of 0.47 is appli
The first collision model givesp yields as dNydy 
dNydyp1pNf , where dNydyp1p is dNydy in p 1 p
collisions which is calculated as6.0 3 1024 from Eq. (2).
The number of first collisions,Nf is estimated with
FRITIOF 1.7.

For p 1 A collisions, both models are consistent wit
the experimental data. For Si1 A and Au1 Au colli-
sions, both models describe the scaling withNpart well
with RQMD rising somewhat more rapidly than the me
surements. RQMD, however, gives better absolute val
for the yields with the naive first collision model undere
timating the cross section by30% 50%.

In summary,p invariant cross sections have been me
sured in11.7A GeVyc Au 1 Au collisions as a function
of the centrality of the collision. The mean transver
kinematic energy increases as a function of centrality a
is similar to that ofp in all centrality windows. The
midrapidity p yields in Si1 Al, Si 1 Au, and Au1 Au
collisions scale asN

b
part with b  0.74 6 0.12. RQMD

predicts the dependence withNpart reasonably well and
much of thekmt 2 mpl increases with centrality. Al-
though entirely different conceptually, the naive first co
lision model also predicts the dependence ofNpart, but,
of course, cannot reproduce the strong variation inkmt 2

mpl. Improved systematic measurements will be nec
sary to distinguish between the different models more d
nitely, to better estimate the nuclear density achieved,
to determine whether the shapes of thep andp spectra are
indeed similar.
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